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Abstract- The rigid-plastic yield-line analysis of isotropically reinforced concrete slabs under
uniformly distributed loading is developed as the lower bound form of a linear programming
formulation. The analysis is extended to consider geometric variation of chosen yield-line patterns
by the technique of sequential linear programming. Linearized geometric sensitivities for use with
the sequential process are developed analytically. The geometric variation algorithm is shown to be
effective for the determination of collapse loads and modes, although the evaluation of collapse
geometries is often of a lower order of accuracy than that of collapse load determination. Direct
generation of critical collapse modes is not generally possible although an indication of more
significant modes may be obtainable in some instances.

INTRODUCTION

Background
Perhaps surprisingly, the yield-line analysis of plates and slabs [see Wood (1961)] has
proved less amenable to automation than elastic plate analysis by the finite element and
other numerical approaches. The problems to be solved in automating yield-line analysis
may be listed as:

(a) the determination of the collapse load factor for a specified yield-line pattern;
(b) the identification of the critical yield-line pattern from a number of specified

alternative collapse modes;
(c) the determination of the critical geometry for a specified yield-line topology;
(d) the direct generation of critical collapse modes.

Thus, for the simple rectangular slab shown in Fig. I(a), it must be possible to determine
the collapse load for each of the potential mechanisms shown on the half-slab of Fig. 1(b)
and to identify which is the governing mechanism. In addition, for mechanisms 1 and 3,
variation of the indicated geometrical variables must be examined to refine and confirm the
identification of the critical mode. Finally, the competing modes or, ideally, the critical
mode directly, should be automatically generated.

The determination of collapse load factors for specified yield-line systems has been
achieved by the automation of hand approaches [see e.g. Dickens and Jones (1988)], but
this tends to be restricted to a limited range of boundary conditions and to require separate
consideration of competing yield-line patterns. A more general, machine orientated
approach is to apply linear programming techniques [see Anderhaggen and Knopfel (1975);
Munro and Da Fonseca (1978)]. In this method, the slab is subdivided into triangular
regions and yield may occur along any of the boundaries of the triangulation. The collapse
mechanism does not need to be specified initially since the methodology will identify the
critical yield-line pattern. The patterns identified, however, are necessarily restricted by the
selected subdivision, since only mechanisms which can be constructed from the chosen
triangulation will be examined. Also, for a given mechanism, only the geometry specified
by the subdivision is considered. Variation of mechanism geometry has been attempted by
Jennings et al. (1994), using a geometrical optimisation technique in conjunction with the
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Fig. I. (a) Rectangular slab; (b) yield-line systems for the half-slab.

linear programming algorithm. However, this approach met with convergence difficulties
even in the case of a simple regular slab.

Objectives
The present paper extends the linear programming formulation of yield-line analysis

to the consideration of variable mechanism geometry by the use of sequential linear pro­
gramming. This conveniently permits the repetitive use of the programming procedure
already used for the fixed geometry analysis and has proved to be an effective solution for
a range of test analyses, a selection of which are provided as examples later in the paper.
The problem of automated mechanism selection is not explicitly tackled, but indications
are given of ways in which the proposed formulation may be used to assist in the generation
of critical mechanism topologies.

The linear programming approach readily allows all commonly employed support
conditions to be modelled and any edge geometry may be considered. In the interests of
simplicity, isotropic reinforcement and uniformly distributed loading are considered in the
theoretical development presented herein, although extensions to a direct treatment of
orthotropic reinforcement and point or line loading could be readily achieved. Regular
orthotropic situations may be treated indirectly by use of the "affine" [see Wood (1961)]
theorems of yield-line analysis and point and line loading may also by tackled indirectly by
using suitable, equivalent, uniform patch loads.

THEORY

Yield-line analysis by linear programming
Yield-line analysis by linear programming has generally [see e.g. Munro and Da

Fonseca (1978); Jennings et al. (1994)] been effected using nodal displacement (w) and
edge rotation (e) variables. However, it has been recognised that a dual formulation is
possible [see Anderhaggen and Knopfel (1975); Munro and Da Fonseca (1978)] which
employs edge moments (m) and nodal forces (f) as the fundamental quantities. This latter
formulation has been preferred as being perhaps more straightforward conceptually. It may
also be more computationally efficient, when used with the "upper bounded" [see Garvin
(1960)] form of the linear programming algorithm.

The slab to be analysed is meshed into triangular regions, a typical such region being
shown in Fig. 2(a). If, in Fig. 2(b), the moments per unit length, assumed uniform, are mj,
m2, m3 along the edges of the triangle and the applied nodal forces are II ,/;J3' then, under
the action of a uniformly distributed load of intensity q at load factor J., the equilibrium
conditions for the region are

where

cerne = Are (1)
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Fig. 2. (al Triangular region; (b) statics of region.
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(other values of G, h are obtained by cyclic suffix permutation).
If there are nj nodes at which normal displacement is allowed and nb moment-resisting

boundaries, then, summing contributions from all the ne regions to the forces at all the nj
nodes, due to the moments along the nb boundaries, gives the complete set of equilibrium
conditions:

where

Cm=Af (2)

Under isotropic conditions, all the moments/unit length will be bounded by the constant
plastic moments of resistance/unit length in positive and negative bending, m+ and m-,
respectively, such that

um- < = m < = um+

where u = {l, ... , l} t is the unit vector.

(3)
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Equations (2) and (3) represent the conditions of equilibrium and yield, respectively, for
the slab. By the lower bound theorem of plasticity, the collapse solution may therefore be
obtained by maximising the load factor A subject to the linear conditions expressed by the
above equations. This is a linear programming problem and may be solved by standard
techniques [see Garvin (1960)].

Displacement and rotation solution
The linear programming solution will provide the collapse load factor and the boun­

dary moment values at collapse. To obtain the yield-line pattern at collapse, it is necessary
to determine the rotations along the specified boundaries, since only boundaries with non­
zero rotations will represent yield-lines. Boundary rotations eand nodal displacements w
may be determined by application of the "dual" properties of linear programming [see
Munro and Da Fonseca (1978) and Garvin (1960)] or maybe established from the following
structural considerations.

The geometric relationship which is contragredient to the equilibrium condition of eqn
(2) is

(J = C'w. (4)

At the conclusion of the linear programming process, the load factor and nj-l of the
boundary moments rur will be "basic" variables and, by definition, will be neither at their
upper nor their lower bound. Assuming rigid-plastic behaviour, it follows that there can
be no rotation along the boundaries corresponding to the ror' Equation (4) may therefore
be extended to

(5)

In eqn (5), the lowest relationship is a scaling which reflects the relative nature of the
displaced shape of the slab. The relative displacements may be obtained from the upper
and lower relationships of eqn (5) as

(6)

The rotations along the potential yield-lines then follow from the second relationship of
eqn (5).

Variable yield-line geometry
If variation in yield-line geometry is considered, then eqn (2) becomes non-linear since

both C and f are geometry dependent. The technique of sequential linear programming
relies on an iterative process in which linearised approximations are used in any particular
iteration. Equation (2) may be linearised by replacing each term by its first-order Taylor
series approximation to give

(7)

where Ax = x - xand x is the geometric variable vector.
In eqn (7), . indicates evaluation with respect to the current geometry, and such terms
therefore remain constant during the succeeding iteration. Also, the Jacobian matrices jex
and jf" are given by
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(8)

The derivatives required for the construction of the Jacobian matrices of eqn (8) may be
obtained analytically and appropriate expressions are provided in the Appendix. The
previous equilibrium constraints, eqn (2), are replaced by eqn (7) and the linear pro­
gramming solution is repeated. At the conclusion of the programming procedure, the
"objective function" values corresponding to the geometric variables Ax will indicate the
sense in which the variables need to be amended in order to appropriately modify the load
factor. At this stage, reductions in the load factor are sought since geometric variation
represents an upper bounded solution.

The magnitudes of the changes to the geometric variables cannot be obtained from a
linear solution and must be enforced by the imposition of suitable bounds. Clearly, the
geometric variables will need to be constrained by lower bounds x and upper bounds x
which are designed to ensure that the confines of the slab and its basic topology are not
altered. In addition, however, geometric variation at any iteration must be limited so
that unacceptable linearization errors do not occur. The errors incurred by geometric
linearization have been taken to be dependent on the fineness of the local triangulation, on
the premise that the linearization will remain effective if all amendments to the areas of the
triangular regions and the orientations of the boundaries remain within a specified tolerance.
Thus if, for all the boundaries meeting at node i, the average, absolute value of the projection
of the triangle edges in respect of geometric variable x, is Xi' then the bounds are given by

max (x, x - 1(1-- fJ;) J x) < = x ~ min (x, x + I (I + fJi) J x) (9)

where I (I ± fJ,) J are the diagonal move limit matrices.
All the individual move limits fJi are initially taken to be 0.25 to allow reasonable geometric
change but not so as to produce undue distortion of the subdivision. Subsequently, the
move limits are expanded such that fJi = 1.1 Pi if the three previous iterations indicate a
consistent direction of variation in a given parameter. If the three previous iterations
indicate an oscillation in a parameter, this is taken as an indication that a critical value has
been passed and the bounds are tightened by setting f3i = 0.5p, so that the solution is driven
towards the critical value.

Convergence of the sequential linear programming process is based on successive
changes in load factor. A stipulation that none of the latest three load factor values vary
by more than 0.1 % has generally been found to be effective in ensuring reasonable accuracy,
and in preventing accidental termination due to coincidentally similar successive values.

Linkage ofgeometric variables
To preserve the form of a specified yield-line pattern under geometric variation, it is

often necessary to link geometric variables to each other. One straightforward requirement
is that one geometric parameter Xi remains equal to another parameter Xi' In such a case,
substitution of llx; for llx

i
in eqn (7) will suffice. A more demanding requirement is that a

number of nodes should be constrained to remain on a straight line. The representation
used in this case is to make two of the nodes on the line "defining" nodes, which may
have up to two geometric variation parameters each. The remaining nodes then become
"intermediate" and have a maximum of one geometric parameter each, which is taken to
be /1, defined such that the coordinates of an intermediate point, x, y, are related to the
coordinates of the line's defining points, XI,Yl and X 2.Y2, by

(10)

Since eqn (10) contains product terms in the variables /1, X io X 2• it represents a pair of non­
linear functions. Appropriate linearizations are therefore required, which take the form
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Fig. 3. (a) Rectangular orthotropic slab; (b) half-slab model.

Ax = U:2 - ~t I )A}i + (1 - iJ.)Axl + pAx,

Ay = (i12 - YI )A~ + (1- iJ.)AYI +pAy,. (11 )

Equations (11) allow the coordinates ofan intermediate node to be linked to the coordinates
of the line's defining joints and the parameter fl. Should it be required to keep one of an
intermediate node's coordinates constant, then the variation of the other coordinate may
be expressed solely in terms of the defining positions since if Ay = 0, say, then, from the
second of eqns (11),

(12)

Hence, from the first of eqns (11),

EXAMPLES

The examples given are, for ease of presentation, restricted to slabs having relatively
straightforward geometries, in which advantage of symmetry can be taken to simplify the
problem. Nevertheless, a range of boundary conditions is examined and some demanding
situations in respect to competing modes are elucidated. The treatment of more extensive
and irregular slab systems poses no novel theoretical difficulties and such systems are
currently being investigated. In each case, the sequential linear programming technique has
been used to evaluate the uniformly distributed collapse load quC = Aq). For numerical
purposes, the generalised uniformly distributed load q, the generalised length I, and the
generalised moment of resistance/unit length m were all taken to be unity. For such values,
it follows that the quoted numerical collapse load values qu are equal to the relevant load
factors ), obtained from the programming solutions.

Rectangular orthotropic slab
The orthotropic rectangular slab shown in Fig. 3(a) is simply supported on three sides

and free on the remaining side. Using symmetry and the affine theorems, the isotropic half­
slab shown in Fig. 3(b) may be considered. The triangulation shown encompasses the three
possible modes ofcollapse, which have been previously illustrated [Fig. 1(b)]. The geometric
variables are taken to be x and y. Collapse is, in fact, by mode 1 of Fig. I(b) and the
variation in the geometric parameters and collapse load during the course of the iterations
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Fig. 4. Solution graph for a rectangular orthotropic slab.
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Fig. 5. (a) Twin column supported cantilever slab; (b-d) subdivisions for analyses of the half-slab.

are shown in Fig. 4. It may be seen from Fig. 4 that, although the ultimate load converges
rapidly to a value of 8.87 mW,y does not converge effectively, illustrating the typical
insensitivity of ultimate loads to geometrical change in regions of sagging bending. Further
evidence of this is provided by the minor reduction achieved from the original ultimate
load of 8.94m/P by significant geometric change.

Twin column supported cantilever slab
The cantilever slab shown in Fig. 5(a) is supported by corner columns at its free corners

and the column heads are presumed adequate to prevent local collapse. The anticipated
form of the yield-line pattern is as shown. Figure 5(b) shows the half-slab analysed, together
with the triangulation adopted. The geometric variables used were the coordinates Xl and
X2' The resulting analysis, recorded in the first row ofTable I, does not represent a converged
solution and, indeed, the collapse load at termination ik is actually greater than that

Table 1. Twin column supported cantilever slab

Figure .t,x/t x2x[ x,x[ .'<2X[ i\x[t .'i2x[ quxm/P ijuxm/P Iterations

5(b) 0.75 1.00 1.90 0.10 1.47 1.12 5.186 5.217 8
5(b) 0.75 1.75 1.25 1.25 1.25 1.25 7.483 3.333 4
5(c) 0.75 1.00 0.10 1.00 1.00 5.186 3.497 27
5(d) 0.75 0.75 1.90 0.10 1.24 1.24 4.133 3.332 8

t . indicates initial value; t .. indicates termination value.
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Fig. 6. (a) Isosceles triangular slab with free edge; (b-d) possible collapse mechanisms for the slab.

associated with the initial geometry quo This situation has arisen since the liberal limits
allowed for the geometrical variables (X I ,X2) have allowed Xl to exceed X 2 and have hence
resulted in a different collapse mode to that originally envisaged [Fig. S(a)]. Clearly, as
indicated in the second row of Table I, this can be readily rectified by the adoption of more
appropriate bounds. Another approach would be to use the linear linkage facility, with
node I becoming an intermediate position in relation to the defining nodes 2 and 3 [Fig.
S(c)], so that the geometric variables are X 2 and h As the third row of Table I shows, this
analysis is slow to converge, but does indicate that the critical collapse mode requires
Xl and X 2 to be equal, something that is not strictly possible under the linear linkage
arrangement.

To ensure that the critical mode is included, equality of Xl and X2 can be enforced [Fig.
Sed)]. Such a specification converges closely to the analytical solution, given by Johansen
(1972), of Xl = X2 = 1.231 and qu = 3.333 m/P. This example therefore illustrates the need
for the selected subdivision and associated bounds to be capable of modelling exactly the
critical yield-line pattern. Failure to model a valid mechanism in the liberally bounded case
led to non-convergence, while the inability of the linearly linked case to precisely represent
the actual collapse pattern resulted in slow convergence to a non-critical geometric solution,
although it did indicate the nature of the critical collapse mode.

Isosceles triangle with free edge
The triangular slab shown in Fig. 6 is isosceles and subtends an angle of y between

two simply supported sides, being free on the opposite side. It has been shown by Wood
(1961) that such a slab can exhibit three distinct collapse modes and this problem is
therefore expected to provide a demanding example in respect to the ability of the sequential
linear programming process's ability to discriminate between competing modes. The tri­
angulation shown in Fig. 7 was used, based on a half-slab model. The geometrical par­
ameters were taken to the positions of nodes 2, 3, 4 and 6, restricted so that the nodes
remained on their respective boundaries. The experience of the previous example was
utilised to ensure that all three possible collapse modes can be modelled by this one
triangulation, although the fan mechanism of Fig. 6(b) is only coarsely represented by an
aproximating "corner lever" system. The results of analyses employing three values of
negative to positive reinforcement ratio and two values of corner angle yare given in Table
2. For ease of comparison with solutions presented by Wood (1961), the collapse mode
geometries in Table 2 are specified in terms of the parameters X and e, which are defined
for modes (b) and (d) in Figs 6(b) and (d), respectively.
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Table 2 shows that the sequential programming process does manage to discriminate
between the various modes in all but one case (the 90° triangle with 0.5 reinforcement
ratio). It may also be noted that the various modes are not strongly sensitive to geometric
change, there being relatively minor differences between initial and final collapse loads,
despite the substantial geometric alterations which sometimes occur. In one case (the 45"
triangle with zero reinforcement ratio), the numerical collapse load result diverges somewhat
from the closed-form solution, which can probably be attributed to the rather crude fan
representation involved in the relevant mode. Inadequate fan representation may also be
the cause of the mistaken mode identification referred to above. The lack of geometric
sensitivity, coupled with the coarse fan representation, has resulted in occasional impre­
cision in the critical geometries identified, this being particularly evident in the 45° triangle,
zero reinforcement ratio analysis.

CONCLUSIONS

(a) Linear programming provides an efficient algorithm for the determination of
collapse load factors for specified yield patterns.

(b) Sequential linear programming effectively extends the formulation to include geo­
metric variables and permits the determination of critical collapse loads. The associated
critical geometries are likely to be less accurately evaluated than the associated collapse
loads, however, partly due to the nature of the linearized process and partly due to the
insensitivity of collapse loads to variation of yield-line geometry in regions of sagging
bending. It follows that geometric variation is only likely to have a significant effect on
collapse loads in the case of yield-line systems which are geometrically variable in, or close
to, regions of hogging bending.

(c) The formulation will identify critical yield-line topologies from a number of speci­
fied alternatives. However, it is essential that the triangulation and bounds selected are such
that the critical mechanism is incorporated and are also such that geometric alterations do
not produce topological change.

Table 2. Isosceles triangle with free edge

m
y fJ 8 Mode

degrees m+ Xx I .tx I degrees degrees ill/X fn/P iiI./. xm/12 (Fig. 6) Iterations

45 0 0.224 0.125 34.5 40 31.9 31.3 (b) 7
(0.1)t (60) (30.1) (b)

0.5 0 0 22.5 22.9 34.04 34.03 (b) 4
I 0 0 22.5 19 35.9 35.8 (b) 5

(0) (15) (35.3) (b)

90 0 0.283 0.289 45 56 10.69 10.18 (d) 8
(0.30) (56) (10.17) (d)

0.5 12 12 (c)
(0.10) (17) (11.70) (b)

12 12 (c)
(-) (-) (12) (c)

t Bracketed values are from Wood (1961).
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(d) The sequential linear programming approach does not directly generate likely
critical collapse modes. However, in some circumstances, results from a geometrical opti­
mization will indicate possible critical mechanisms which can be investigated by further
analyses using modified triangulations and bounds.
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APPENDIX: JACOBIAN MATRICES

Formation of jcx
The derivatives required for the formation of the Jacobian matrix may be readily derived by noting that all

the components in matrix C involve terms of the form a,/h i and it is therefore only necessary to obtain the
derivatives of this type of function. Thus, for example,

whence

Similarly,

and

(a,) (Ii -l~ +l~)

h; = 2[(y, - Yl)(x, -x,) - (x, -x,)(y] - y,)]

-f- (~) = H, (2x, -x, -x,)-A, (y] - y,)

ox, hI H;

A,

H,

(AI)

(A2)

o (a,)
ox] h,

H,(x,-x,)-AI(y,-y,)

H;
(A3)

The remaining derivatives with respect to the x coordinates may be obtained by appropriate cyclic permutation
of the suffixes 1,2,3 and derivatives with respect to the y coordinates are obtained by xly exchange.

Formation of jfx
The vector f comprises terms of the form qlih,/6 and, taking a typical term,

o (ql,h,) q oH,
ax, ~6- = (; ox,

q(y, -YJ)

6
(A4)


